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called HELPERT (right).

ABSTRACT
Wider access to therapeutic care is one of the biggest challenges in
mental health treatment. Due to institutional barriers, some people
seeking mental health support have turned to large language mod-
els (LLMs) for personalized therapy, even though these models are
largely unsanctioned and untested. We investigate the potential and
limitations of using LLMs as providers of evidence-based therapy
by using mixed methods clinical metrics. Using HELPERT, a prompt
run on a large language model using the same process and training
as a comparative group of peer counselors, we replicated publicly
accessible mental health conversations rooted in Cognitive Behav-
ioral Therapy (CBT) to compare session dynamics and counselor’s
CBT-based behaviors between original peer support sessions and
their reconstructed HELPERT sessions. Two licensed, CBT-trained
clinical psychologists evaluated the sessions using the Cognitive
Therapy Rating Scale and provided qualitative feedback. Our find-
ings show that the peer sessions are characterized by empathy, small
talk, therapeutic alliance, and shared experiences but often exhibit
therapist drift. Conversely, HELPERT reconstructed sessions exhibit
minimal therapist drift and higher adherence to CBTmethods but
display a lack of collaboration, empathy, and cultural understanding.
ThroughCTRS ratings and psychologists’ feedback,we highlight the
importance of human-AI collaboration for scalable mental health.
Our work outlines the ethical implication of imparting human-like
subjective qualities to LLMs in therapeutic settings, particularly the
risk of deceptive empathy, which may lead to unrealistic patient
expectations and potential harm.

CCS CONCEPTS
•Human-centered computing→ Empirical studies in HCI; •
Computingmethodologies→Discourse, dialogue and prag-
matics; Natural language generation.

KEYWORDS
large language models, artificial intelligence, cognitive behavioral
therapy, computational linguistics

1 INTRODUCTION
The above two sample excerpts, taken from therapeutic sessions (Fig-
ure 1), are conducted by a human peer counselor (left) trained inCog-
nitive Behavioral Therapy (CBT) techniques and a CBT-prompted
Large Language Model (LLM) [9] (right) trained through the same
process with the same materials and operational team. A distressed
user seeking support describes their situation, thoughts, feelings,
and behavior; in response, a counselor—human or LLM—uses CBT
techniques to provide support. The results were hour-long sessions
guided by the same principles and goals, but where the LLM version
is a simulation of the responses that would have been given based
on pre-existing publicly available sessions.

From a decision-making system to a CBT-prompted peer [49],
LLMs have enabled some people wider access to counseling through
completely automated means [58]. Due to their increased acces-
sibility and constant availability [2, 49], LLMs, especially recent
implementations like ChatGPT, are now used for more than just
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language generation; they are perceived as facilitating meaningful
conversations [49]. One in four Americans prefer talking to an AI
chatbot instead of a therapist, and of those who did, 80% claim it to
be an effective alternative [43]. This preference is understandable
since conventional therapy faces issues of inaccessibility, high costs,
and complexity, leaving over half of U.S. adults with mental illness
without adequate care [59].

However, repurposing LLMs as therapeutic peers when it was
originally intended for basic language generation seems counter-
intuitive. Several challenges exist. First, LLMs are designed to pre-
dict the next possible sequence from a given text based on previ-
ously observed patterns in their training data that is largely devoid
of fact-checking [9]. This encompasses traditional challenges of
AI-mediated health care, including lack of high-quality training
data [62], low external validity and misinformation [15], societal bi-
ases [25], and the impact of AI on patient-clinician relationships [52].
Beyond data quality, there are additional risks of data breach and an
individual’s right to privacy [26]. These issues have high stakes in
mental health, where the quality of a therapist’s responses impacts
treatment outcomes.

Despite concerns from interdisciplinary experts, an overwhelm-
ing user audience attests to LLM’s effectiveness [43]. However, in-
formal evaluation of these tools is subjective and contextual; a user
in distress is unlikely to gauge the risk associatedwith the tools, con-
sidering they act as a band-aid for mental health support—accessible
and free. The discrepancy has ignited debates between the recipients
of LLM-based mental health and field experts. While current work
has found that users prefer AI responses over humans [2, 38, 68],
these studies examine the models’ responses to a single, isolated
interaction (utterance level) [38, 68]. However, these models lack
long-termmemory [9] and performpoorly in situations that demand
sustained interactions, such as peer counseling.

Thegrowinguser acceptance of LLM-based counseling, combined
with expert concerns, calls for objective investigation of the model’s
responses in sustained counseling sessions by clinical therapists. In
this paper, we evaluate alternatives to traditional licensed CBT ther-
apy: peer counselors and LLM-based therapeutic sessions. The LLM
responses are generated through best-effort reconstruction from
pre-existing publicly released sessions to avoid testing on human
subjectswith an experimentalmethod thatmay cause harm.Weused
a CBT-based prompt, designed collaboratively by peer counselors
and licensed therapists, to reconstruct pre-existing publicly available
counseling sessions. We sourced the original sessions from Cheese-
burger Therapy [61], an online text-based peer counseling platform
where the people providing the counseling are trained through a
series of customized learning modules. Because the LLM prompt
and peer counselors are both trained from the samematerials and
supervised by the same operational team, this controls for some of
the many variables that can lead to differences between a human
peer counselor and an LLM-based counselor.

As the Cheeseburger Therapy platform is entirely online and
based on text-only communication, some of the historical peer coun-
seling sessions are publicly available online. These conversations
were made public after users provided written consent for them to
be shared online. Consent was requested only after the session had
ended. Note that the authors have been in communication and ex-
change informationwith theCheeseburgerTherapy team, but donot

operate the service or have any ownership over it. The publicly avail-
able sessions were downloaded, and the peer counselors’ responses
were replaced by an LLM-generated response using HELPERT, a
detailed prompt that asks the LLM to go through the same process
as the peer counselors do.

The resulting sessions are cleaned and become part of a compar-
ative dataset. Using a mixed method analysis of objective observer
rating scales to assess competence in Cognitive Behavioral Ther-
apy [67] and psychologist’s annotation and feedback, two licensed,
CBT-trained clinical psychologists conducted a blind analysis of the
quality of care provided by peer counselors and HELPERT. By ex-
amining clinical metrics such as therapeutic alliance, collaboration,
adherence to the method, and harm to participants, we measured
CBT skill competence for both counselors.

Westudytheresearchquestion:Howdohumansandthe im-
plementationofanLLMcounselor compare in their capability
to provide evidence-based single-sessionCBTcounseling, and
what specific challenges are facedbyeachaccording to clinical
psychologists trained in evaluating CBT sessions?

Both the HELPERT sessions and complete quantitative and quali-
tative evaluations of the peer counselor sessions and corresponding
HELPERT sessions are released for other researchers to replicate
and as a resource for comparing with human or LLM-based coun-
seling sessions in the future [link to be included upon publication].
Our study contributes this dataset by integrating individual expe-
riences and experts’ opinions, to develop more equitable and fairer
evaluation methods. We discuss how, instead of replacing one with
the “other,” each counselor can complement the other’s capabilities
to provide alternative mental health care that is safe and effective
for the user. Complementing current work, our research has the
following novel contributions.

• Firstly, current work on LLMs in mental health examines
userpreferences forLLMversushumanresponses in isolated,
one-off interactions, which neglects their behavior in sus-
tained interactions. Since counseling is context-dependent,
this comparative study evaluates these models in longer,
continuous interactions using established CBTmetrics in lit-
erature, with evaluations provided by clinical psychologists.

• By releasing CBT scores and comments for human peer
counselors and LLMs, we provide a dataset designed by psy-
chologists to identify the elements of effective versus ineffec-
tive support. This dataset can serve as valuable lessons for
training human peers to offer better counseling and inform
the future design of language models to ensure safe support,
acknowledging the increasing interactions between humans
and LLMs.

• Lastly, we draw attention to the implication of how alter-
native methods of peer counseling—whether provided by
humans or LLMs—differ from traditional CBT and how this
method of support is a complement instead of a replacement
for therapy.

2 BACKGROUND&RELATEDWORK
Alternative cost-effective interventions, including peer support plat-
forms and AI-mediated health care, have become ubiquitous and



accessible solutions to increase user access to care. This section out-
lines some of the prior and current work in scalable mental health.

2.1 Peer-based Interventions forMental Health
The United States has an average of thirty psychologists per a hun-
dred thousand people [44]. This ratio is unlikely to improve by train-
ing additional professionals alone. Instead, new scalable approaches
are emerging to expand access to care, including peer support plat-
forms [45, 70]. According to [36], peer support is defined as:

A system of giving and receiving help founded on key princi-
ples of respect, shared responsibility, and mutual agreement
on what is helpful

In theUS,peersupportgroups, self-helporganizations, andconsumer-
operated services are more than double the traditional and profes-
sional mental health organizations [22]. Initially, groups such as Al-
coholicsAnonymous (AA) [66], InTheRooms.com (ITR) [51], GROW
and eGrow [69] started as community-based organizations claiming
that individuals with similar lived experiences can better relate to
each other and offer more genuine understanding, empathy, and val-
idation [36, 57]. This led to shaping current peer support for mental
health through digital innovations, including social, crowdsourced
one-time interactions (a single response) [38] or research into un-
moderated communities and social networks for support [41]. For
instance, Morris et al. developed Koko to crowd-source peer support
interactions. The platform design was inspired by Panoply, a web-
based peer support platform that was previously demonstrated to
alleviate symptoms of depression. Other researchers have focused
on how context-specific anonymity in online communities such as
Reddit achieves social support through social media disclosure [3].

The studies on peer-to-peer connections in digital support plat-
forms and social media have found that these connections promote
well-being and can potentially shape the future of mental health
research [41].However, a challenge exists: Peer counselors often lack
formal training in mental health interventions. Unlike trained pro-
fessionals who receive extensive psycho-therapeutic training, peers
connect with individuals through shared and lived experiences [36].
While this support can foster a sense of understanding and con-
nection, the interactions can suffer from a lack of evidence-based
treatment [50].

Hence, there is a growing trend inHCI toward expanding effective
peer support training via online platforms. For example, platforms
like 7 Cups of Tea and Koko offer training in active listening tech-
niques and cognitive reappraisal skills to help improve peer-to-peer
interactions. The Cheeseburger Therapy website offers 15-20 hours
of training inCognitive Behavioral Therapy (CBT) techniques, focus-
ing on active listening, reflective restatements, and cognitive restruc-
turing to guide hour-long text-based conversations. Training peers
has been found to be effective in existing research. For instance, Syed
et al. found that psycho-therapeutic training, like CBT, helps peers
provide empathetic support [60] Though effective, this reliance on
1:1 peer support circles back to the ongoing issue of access to men-
tal health care: the limited availability of trained people to provide
support [17], leading researchers to look at automatedmeans of care.

2.2 ScalableMentalHealth: FromConversational
Agents to Large LanguageModels

In response to the limited availability of trained care providers, prior
work has focused on using machine learning to develop and evalu-
ate automated and widely accessible alternatives to mental health
care [11, 13, 14]. A significant area of focus is the use of conver-
sational agents for psychiatric care [21, 63], particularly the de-
velopment of therapeutic chatbots [47, 58] either as an agent that
provides psychoeducational support or as a psychotherapist. For
example, Woebot, a text-based conversational agent, delivers con-
tent based on CBT techniques in a conversational format and has
been used for self-managing depressive symptoms [20] and sub-
stance use disorders [47]. Other conversational agents include Shim,
designed to deliver CBT intervention to improve well-being for a
non-clinical population [33] and agents that could take on the role of
a psychotherapist, delivering feedback to help clients evaluate and
address negative thought patterns [38]. However, conversational
agents are rule-based,meaning they followpredefined scripts,which
limits their ability to adapt to dynamic human behavior and tailor re-
sponses to individual needs [1, 19, 24, 31]. This presented a challenge
in deploying these agents in mental health care, as psychotherapy
is patient-centric and relies heavily on personalized conversations
for effective treatment, which is why LLMs, because of their person-
alized conversational fluidity, received massive attention in digital
mental health. Though LLMs lack genuine understanding and empa-
thy, they are highly effective at generating tailored responses to user
inputs in a near-conversational style. The ability to generate human-
like language, combined with their user-friendly interfaces, allowed
thousands of users to customize these models to cater to their spe-
cific needs without human intervention. For mental health support,
this addressed the primary challenge of accessibility. LLMs are in-
creasingly seen as approachable andhelpful in providing therapeutic
information andmeaningful conversations, similar to how peer sup-
port platformsprovide accessible counseling.UsingLLMsas “trained
peers” gained significant traction in online communities, particu-
larly on platforms like Reddit [48] and Twitter, where users shared
their experiences and CBT prompts to receive immediate “therapy.”

“People are not available at 4 am to help me with my over-
whelming thoughts; ChatGPT is.” (r/ChatGPT)

Recognizing the potential of LLMs in providing support, researchers
are developing LLM-driven applications for mental health, rang-
ing from prompt design to treatment evaluation. One example is
MindfulDiary, an LLM-driven app that helps psychiatric patients
document daily experiences [30]. Another study focuses on fine-
tuning LLMs for CBT techniques to support psychological health
queries [40]. However, LLM-mediated psychotherapy has been criti-
cized as premature, with studies suggesting thesemodels have harm-
ful limitations like racial and gender bias and ethical risks [65]. Other
work has reviewed the practical challenges of deploying LLM-driven
chatbots in health interventions by studying CareCall, a chatbot tar-
geting social isolation. Despite recognizing various benefits, such as
emotional support andworkload reduction, their findings pointed to
inherent complexity around stakeholder concerns [29]. In response
to these concerns, researchers are formulating guidelines for the
responsible use of LLMs in clinical settings, emphasizing the need
for an interdisciplinary approach to minimize potential harm and



enhance transparency [58, 65]. While current work has explored the
risks and benefits of LLMs in this space, either through the frame-
work of responsible AI or by interviewing individuals with lived
experiences [34], these studies lack an objective clinical perspective
on the quality of care these models provide through therapy metrics
rooted in psychotherapy literature.

2.3 Human-AI Collaboration:
To Replace or to Augment?

WiththeriseofLLMs, there isan increased interest inHCI forcompar-
ing the agent of task (AI) with its traditional counterpart, the human,
predicting that AI will outperform humans in many domains, even
health practitioners [23]. Current work has contrasting outcomes
when comparingAI and human counselors. For instance, Aktan et al.
surveyed public perceptions of AI-driven psychotherapy and found
a significant inclination towards AI-based psychotherapy due to its
confidentiality and accessibility despite a profound trust in human
psychotherapists in handling personal data. The authors found that
users prefer AI-mediated therapy, especially text-only communica-
tion since text attributes allow for selective self-presentation [28].
While some research demonstrates that conversational agents can
produce more empathetic and high-quality responses than human
physicians [5], other studies establish that users generally prefer
empathy generated by their human peers over AI-assisted therapeu-
tic support despite its perceived acceptability [38, 60]. This aligns
with previous works highlighting the gap between human and ma-
chine understanding of empathy in peer support sessions [60].While
people often feel deeply connected online, AI models rate these in-
teractions low in empathy due to their focus on sentence structure
over genuine emotional connection, implying that LLMs do not have
a genuine understanding of mental health support and the critical
role of humans [60]. These contrasting findings were synthesized
by Raile, who used ChatGPT, an implementation of LLM, to comple-
ment professional psychotherapy and as afirst step for thosehesitant
to seek professional help. Through a series of use case studies, the
author highlighted the tool’s capability for accessible, immediate
support but also its limitations for comprehensive care, reinforcing
its role as a supplement rather than a substitute.

Researchers have also raised concerns about experimenting with
LLMs in standalone with a vulnerable population. For instance,
founders of a digital mental health company faced criticism for
using LLMs in their serviceswithout explicitly informing their users,
arguing that the nature of the test rendered it “exempt” from laws
of informed consent. The approach was challenged by medical and
technology experts, who questioned the experiment’s ethics and the
harms it could present [7]. Given the delicate nature ofmental health
care, deploying LLMs without a thorough understanding of the sup-
port they offer could be harmful [19]. Hence, in this study, we made
an intentional trade-off. Instead of opting for an experiment thatmay
cause harm, we used publicly available real-life session transcripts
that has been previously conductedwith human peer counselors and
recreated these mental health conversations with a CBT-prompted
LLM.We then collaboratedwith clinical psychologistswith expertise
in CBT-based therapy to evaluate LLMs’ quality of “therapy”.

Disclaimer: This papermakesmultiple intentional trade-
offs. First, sessions are experimentally recreated instead of

re-conducted to avoid a setup that could cause harm to vulner-
able populations,which stands as afirst step inunderstanding
the challenges that LLMs can present in mental health sup-
port. Second, the term “therapy” is either avoided or placed
in quotationmarks because, unlike current work that refers
to this support as therapy or LLMs as therapists, we argue
that support rendered by an LLM is not therapy which is a
clinical practice with legal licensing. In its best form, it can
be considered as CBT-based peer counseling, which is why it
is also evaluated against peer counseling sessions conducted
by a trained human peer.

3 DATA&METHODS
This section provides an overview of the experiment design andmet-
rics used to generate data to evaluate the effectiveness of HELPERT
in providing CBT-based peer counseling. We introduce two primary
datasets:

(1) HELPERTDataset: 27 simulated CBT-based peer counseling
sessions using HELPERT, a large language model prompted
to simulate human-like interactions in therapeutic settings.
Each session originally involved CBT-based text session di-
alogue between a trained peer counselor (helper) and an
individual seeking support (thinker)

(2) Psychologist Evaluation Dataset: Quantitative CBT compe-
tency scores and qualitative feedback provided by clinical
psychologists for original peer counseling sessions and their
HELPERT counterparts

These datasets aim to benchmark HELPERT’s performance against
human counselors in providing structured mental health support.
Both datasets generated as part of this study will be released to the
public.

3.1 Helpert Dataset
Human-Mediated CBTCounseling Sessions: Current research
on human versus AI-mediated care often focuses on comparing
one-time utterances written by each agent [38, 68]. However, such
comparisons often fail to consider the complete context necessary
for evaluating care. Counseling is not just a one-time interaction
(a reply to a user post) but a sustained dialogue between the care
provider and the seeker. Hence, to cater that, we obtained a dataset
of 27 text-based CBT counseling sessions shared on an online peer
support platform (Table 1). These sessionswere conductedby trained
peer counselors and covered a range of therapeutic topics and user
profiles. Each session was guided by peer counselors to support
individuals through distressing events using cognitive behavioral
techniques like active listening, open-ended questions, and cog-
nitive restructuring to identify cognitive distortions, related feel-
ings, and behaviors, and then guide them in creating new, helpful
thoughts. This overarching process is shown in Figure 2. Sessions
follow a balanced conversation dynamic between the user and the
peer counselor, typically lasting one hour to reflect standard therapy
sessions.

The “HELPERT” Prompt: The HELPERT prompt running on GPT-
4was used to reconstruct publicly available counseling sessions. The
prompt is available at the platform’s website. To control as many

https://wickie.invisible.college/cheese/gpt2


Table 1: Peer Counselor Session Breakdown: The table
shows the conversation dynamic between the user and
the peer counselor, with an average session length of 1
hour 40 minutes, a little over what is reflective of typical
therapy sessions. The larger standard deviation observed
in the number of sent messages can be attributed to the
texting habits of both peers and users, which vary between
composing longer, more time-consuming messages and
sending quick, successive bursts of shorter texts.

Session Breakdown Mean SD Min Max

User Sent Messages 68 29 24 141
Peer Counselor Sent Messages 89 50 37 275
Session Duration (hh:mm) 01:40 0:51 0:35 04:20

factors as possible for comparison, the same team that managed the
original sessions developed the HELPERT prompt, adhering to the
sameprinciples and goals from the sameunderlying trainingmanual.
The structured framework used for both processes was based on
CBT and Nonviolent Communication techniques. This standard-
ized approach provides an ideal scenario for effectively comparing
human counselors with an LLM-based chatbot due to the system-
atic nature of CBT. The prompt was divided into seven phases to
guide users through self-reflection and problem-solving, as shown
in Figure 2 The prompt underwent rigorous internal testing. The
team tested each version with simulated scenarios of their own life
events to understand where the system went off-track CBT and had
issues in providing support. This iterative design involved clinical
evaluation by a licensed therapist and peer counselors trained in
CBT techniques. The approach mirrored the original training of
the peer counselors, which was developed through iterations and
self-critical feedback sessions. While our contribution in this work
does not involve releasing prompts for therapy, we aimed to test
both agents trained on the same material and an iterative design
with the same team involved in creating the prompt allowed for a
fair comparison.

Task 1: Session Reconstruction: Existing session dataset was
recreated using the HELPERT prompt. Since the sessions consisted
of a text-based dialogue between a user and a peer counselor, the
counselor’s responses were substituted with those generated by
HELPERT, while the user’s responses were used as input prompts.
The goal was to produce simulated versions of the original sessions,
but where the peer counselor’s response is replaced by HELPERT’s
output while retaining a coherent conversation. To ensure consis-
tency the raters were blind to the source of the sessions, slight mod-
ifications were applied to the user’s responses, aligning themwith
a consistent dialogue scenario. However, care was taken to retain
the essence and context of the original interactions. Generated AI
responses and overall sessions were carefully examined to ensure
they reflected original interactions and did not deviate significantly
from the context of the user’s input prompt.

Design Considerations for Task 1: Two authors read and an-
notated the original sessions in advance to understand the entire

context of each session. This preparation helped us address any po-
tential misinterpretations by HELPERT. However, if HELPERT did
not actively probe deeper as a human would, we intentionally with-
held additional information from the system.This decisionwasmade
to observe how the session would naturally progress without fur-
ther exploration fromHELPERT. Hence, misinterpreted responses
were corrected to replicate the session accurately, but additional self-
disclosure and reflective responses (whichwouldnot haveoriginated
if the human peer counselor had not probed deeper in the first place)
were not given as inputs to the system. This approach allowed us to
evaluate the LLM’s capabilities and limitations without introducing
human bias. An example of this consideration is shown in Figure 3.

3.2 Psychologist Evaluation Dataset
Task 2: Psychologists’ Evaluations using CBTMetrics: Both
sets of sessions (𝑛1=27; 𝑛2=27) were anonymized and shared with
two clinical psychologists who specialize in Cognitive Behavioral
Therapy for quality assessment. Although the psychologists con-
ducted their evaluations independently and simultaneously, they
practice CBT in the same office, thus controlling for their (possibly
diverging) perspective as therapists. After reviewing each session,
each psychologist completed the Cognitive Therapy Rating Scale
(CTRS) and open-ended surveys.

Cognitive Therapy Rating Scale (CTRS): The CTRS scale is a
standardized observer-rated tool and is used to assess a counselor’s
competence in administering CBT [67]. The scale includes 11 items,
each evaluated on a 7-point Likert scale ranging from poor (0) to
excellent (6). Total scores can vary from 0 to a maximum of 66, with
previous studies considering a score of 40 as the threshold for compe-
tence inCBT[55]. Itemson theCTRSaredivided into twosub-groups:
(i)General Therapeutic Skills, which evaluate a counselor’s ther-
apeutic relationship skills, and (ii)Conceptualization, Strategy,
and Technique, which measure the counselor’s application of CBT
specific skills. Each of the two sub-groups consists of individual
items designed to quantify a particular skill, as outlined in Table
A.

Session Feedback Surveys: Since CTRS is a quantitative metric
and lacks qualitative insights, we asked psychologists to complete
a feedback survey for each session. The survey included a list of sug-
gested prompts (SeeAppendix B) to assist psychologists in reflecting
on the counselor’s behavior and session nuances for outlining key
moments in approach, technique, and client engagement. At the
end of reviewing the original session and its HELPERT counterpart
and providing CTRS and qualitative comments for each individual
session, psychologists filled out a session comparison analysis ques-
tionnaire (See Appendix C) to outline the distinct observationsmade
by each counselor in their respective sessions that were not made
by the other. This question was intended to highlight the unique
strengths and drawbacks of peer versus LLM-assisted counseling.
Lastly, we conducted a semi-structured interviewwith both psychol-
ogists. The semi-structured interview lasted twenty minutes and
focused on the approach that both therapists used for their ratings,
as well as overall reflections post-study.



user's message is passed

as input prompt to HELPERT

7:17pm
i'm hearing a variety of concerns, here. what is most 

troubling about all of this now? what hits the most?

7:24pm
What feelings come up for you when you 

have the thought, "my goals are wrong?"

7:21pm that one hits more deeply because it affects 

everything i've been doing up till now...[]

7:19pm
ok ... hmm ... those most troubling worry is 

that my goals are wrong!!!!

7:17pm

What's most troubling about being in this kind of 

limbo? I'm asking this because life can get quite 

complex and I want to fully understand.

When you think "My goals are wrong," 

how does that make you feel?

It sounds like you're feeling a lot of pressure and 

uncertainity about your goals.....[validates]

7:19pm

My most troubling worry is that my goals 

are wrong !!! it affects everything i've been

doing up till now ...[]

HELPERT generates response 

based on session context + CBT stage

HELPERT detects

the stage of CBT 
Users messages are annotated for CBT concepts

HELPERT
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Peer Support Sessions Simulated Sessions Licensed Psychologists

Excellent! Let's carry this 

insightful self-awareness 

forward. Now it's time to think 

about a new thought that can 

guide you in the face of similar 

decisions or situations. 

So putting yourself back in 

the situation where you are 

doubting your social skills, 

what's a new thought you 

might have to counter the 

"All or Nothing” thinking?

Here's a summary I’ve put 

together based on what 

you've shared:

-You moved to a new city, 

far from your friends & family

-This led you to have the 

thought: "I'm bad at

interacting with new people” 

-From these thoughts, you've 

felt significant anxiety & worry.

-In response to these feelings, 

you've been avoiding leaving 

home

It's clear this has been a 

challenging event. You

had envisioned a future in a

new city after college, one v

vibrant with friends and 

opportunities. However, you 

have had doubts about your 

ability to establish a new 

network of friends and are 

nervous about socializing.

Because of this you are 

avoiding leaving your house. 

Does this way of explaining

your experience ring true?

It sounds like you've been in 

a cycle fueled by conflicting 

desires. This is a 

common human predicament, 

and in CBT, we often look at 

these patterns through as 

Cognitive Distortions. 

In your situation, the distortion 

that might be most relevant is 

All or Nothing thinking. It's 

when we see things only in 

extremes – something is either

perfect or a disaster, we're 

either a success or a  failure. 

In your case...[]

How did moving to a new 

city make you feel? 

Create a warm & empathetic

environment through

restatments & validation.

Encourage users to explore 

their thoughts, feelings & 

behaviors. Draw connections 

between their values & their 

troubles. 

Assist users in categorizing 

their story as Event, 

Thoughts, Feelings & 

Behavior, a fundamental 

chain reaction in CBT. 

Narrate users’ experience as 

Event -> Thoughts -> Feelings...

Outline how this cycle forms a 

negative feedback loop.

Encourages users to create 

new, positive thoughts 

rooted in their main values

identified (in Step 2) 

Help users’ identify and apply 

cognitive distortions 

that feel that their troubling 

thoughts most relate to. 

It sounds like you’re having 

trouble with moving to a 

new city. That is a hard 

change for many people!

Conversation Context

Current Message
Thought

CTRS

Scores

   Qualitative

   Feedback

Listening Guidance Modeling Story-telling
Cognitive 

Reframing
New Thoughts

Listening

Guidance

Modeling

Story-telling

Cognitive 

Reframing

New Thoughts

Listening

Guidance

Modeling

Story-telling

Cognitive 

Reframing

New Thoughts

Figure 2: A detailed infographic describing a) CBT stages HELPERT prompt of the session reconstruction and assessment process
for HELPERT

3.3 Dataset Schema&Release:
Publicly available text-based counseling sessions that strictly
adhere to an evidence-based psycho-therapeutic treatment such
as CBT are exceedingly rare due to the sensitive and confidential
nature of the dataset and data quality issues. Most publicly available
data is sourced from videos and can contain signals that cannot be
translated to text; for instance, empathetic responses in the form
of nodding cannot be translated to text (Table 2). To circumvent
these potential challenges, HELPERT leverages real-life CBT-based
text conversations. This approach ensures multiple things: 1) LLM
and peers are evaluated on their ability to provide counseling in a
single-session intervention (instead of a one-time response studied
in prior work). This back-and-forth of context-dependent responses
comprehensively evaluates if LLMs are safe to deploy for quasi-
therapeutic purposes in situations that are susceptible of complex
case conceptualization, considering social and cultural contexts and
addressing unpredictable human behavior. Next, the sessions follow

a highly protocolized structure (CBT) that makes it easy to simulate
with an LLM. Lastly, the sessions are text-based, hence it is easy to
compare the text-based nuances of supportwith both peers and LLM.

Each session pair in the counseling dataset is associated with
attributes across message and session levels, including a “Session
ID” (text), “Counselor ID”, and the “Source” of the session (binary),
indicating whether the session was conducted by a peer counselor
or recreated with HELPERT. The Message Attributes include the
content of the “Message” (text), a binary field “FromThinker” to de-
termine if the message is sent by the user or counselor, “Timestamp”
(e.g., Sat Feb 19 2022 17:49:52 GMT-0500), “Offset” (e.g., Eastern Stan-
dard Time), and “MessageID”. The Session Notes Attributes record
CBT-based labels for each session, such as “Event”, “Thoughts”, “Feel-
ings”, “Behavior”, and “Cognitive Distortion”. Sessions are labeled
in four ways: with the CTRS scores (11 CTRS items rated from 0 to
6) and the “Session Feedback” (text) provided by both psychologists.
For a detailed dataset schema, refer to D.



8:10pm

I understand. And I know you mentioned having a 

child...is that a recent addition to your family, or 

have they been with you awhile now?

8:25pm

Awww :) Congratulations!! My husband and I are 

expecting our first (a little girl) soon, and it's very sweet to 

hear that. I just ask because I know that even with the joy 

they bring, children (even during the pregnancy) can 

certainly bring a new sense of responsibility...[]

8:45pm

..[] I'm hearing in here another concern: that you've really

been giving your all to be present as a father, even going 

so far as to defy culture (which I know how difficult that 

can be..[] but even so, you worry that if you aren't able to 

get a better handle or perspective on your mental health,

that it might affect your ability to be there and care for her

8:07pm

prior to the panic attack, I felt the normal amount 

of worry (imo) that a person should feel, enough 

to cause change, but not enough to hinder.

8:15pm

She’s 7 months old! And she has been a part of 

our family and perhaps she is more pleasure than 

worry at the current moment :)

8:37pm

For example, right after her birth, our culture dictates the 

mother and child spend 40 days with the mother's mother 

in her home, not in our home. So I defied the culture and 

stayed with them instead...[...] and now my own mother 

feels I've been taken advantage of ...[]

8:30pm
..[] And I'm worried that with my mentality, I may 

lose confidence for caring for her

8:05pm

do you feel that prior to the panic attack, you 

didn't feel the large sense of worry you've been 

experiencing? Just trying to get a better sense...[]

(1)

(2)

(3)

Figure 3: Peer counselor and user conversation discussing
deeper personal issues and cultural factors causing user’s
worry and panic attack. HELPERTmissed this deeper context
by not asking about these factors and recent life changes. (1)
HELPERT did not ask for the user’s history to understand
if the panic attack was a frequent issue, highlighting
that humans ask intuitive questions during a session to
understand context. (2)While HELPERT also had the input
prompt where the usermentioned they had a child, it did not
make the intuitive judgment to ask if the child was a recent
addition, which could have helped understandwhat caused
the panic attack, (3) Since HELPERT does not ask deeper
questions based on the user’s situation, the replicated session
missed the core of the user’s trouble: their worry stemming
from various cultural factors.

Both companion datasets, HELPERT andPsychologist Evaluation,
generated as part of this work will be released to the public. These
two datasets serve as a starting benchmark for comparing linguistic
differences between HELPERT-generated responses with those of
peer counselors and act as an initial resource for evaluating future
LLM-driven mental health support interactions. This dataset will
become available for replication studies and further research [link
to be included upon publication].

3.4 Mixed-Methods Analysis
To investigate how the quality of human-provided care compares
with LLM, each CTRS skill between the two counselors was com-
pared. Each psychologist outlined the strengths and weaknesses of
the counselor and selected the counselor who demonstrated a better
understanding of the support seeker’s trouble and application of
the method. The absolute difference between psychologists’ scores,
denoted as Δ, was calculated for CTRS items to depict the distance
between the ratings. To assess the degree of consistency between
the psychologists, Intraclass Correlation Coefficient (ICC) was cal-
culated, a statistical measure that indicates how closely numerical
ratings by multiple raters resemble each other [56]. This reliability
score is particularly useful when assessing multiple raters’ evalu-
ations on the same subjects or items, as in this study, where each
session was independently evaluated. ICC was calculated by taking
the difference between the variability of different ratings of the same
session (between-rater variances) and the average variability of all
ratings (total variances), divided by the total variances. Thismeasure
indicated howmuch of the total variability in ratings could be attrib-
uted to differences between sessions rather than differences between
raters or random error. An ICC of -1 indicated perfect disagreement,
0 indicated no agreement, and 1 indicated perfect agreement among
raters [56].

For qualitative feedback, thematic analysis guided by the CTRS
items was used to evaluate session dynamics and the counselor’s
skills, such as interpersonal effectiveness, collaboration, focus onkey
cognitions, and the application of cognitive-behavioral techniques.
This method was chosen for its ability to systematically identify pat-
terns in qualitative data that reflect theCTRS scores. Two researchers
independently coded the evaluations and then met to identify and
discuss themes guided by the research questions. Specifically, codes
were developed according to CTRS items such as “collaboration”,
“connection”, “session dynamic”, “adherence to CBT”, and “potential
harm to participants”.

Privacy, Ethics and Disclosure: This work relies on publicly
accessible sessions from the Cheeseburger Therapy platform,
with users’ written consent for public viewing and research.
None of these sessions contain personally identifiable infor-
mation (PII). Participants were informed that sharing their
sessions was voluntary, and only those sessions with explicit
consent were used in this study. While the authors collabo-
ratewith theCheeseburger Therapy team, theyhaveno direct
interaction with the participants, nor do they access any PII.
Cheeseburger Therapy outlines its mission as a research ini-
tiative aimed at improving therapy accessibility by training



Table 2: TheHELPERT dataset includes real-life text-based CBT session transcripts from peer supporters and LLMs. Previous
research has primarily focused on a) transcripts of counseling videos, whichmay overlook subtle cues in text-based support,
and b) evaluating LLMs’ ability to generate isolated utterances in response to users, rather than their context-specific ability
to sustain an ongoing, engaged conversation.

Dataset Counseling Context # of Utterances Words per Utterance CBT Adherence Clinical

Therapist Client Therapist Client Evaluation

Pérez-Rosas et al. (2019) Video (YouTube, Vimeo) 3753 3790 31.8 (SD = 34.7) 27.3 (SD = 33.1) ✗ ✗

Malhotra et al. (2022) Video (YouTube) 6070 6081 24.0 (SD = 31.9) 21.7 (SD = 32.3) ✗ ✗

Wu et al. (2023) Video (YouTube, Vimeo) 4882 4817 16.7 (SD = 20.3) 15.0 (SD = 20.3) ✗ ✗

HELPERT Dataset Text-Based CBT Sessions 𝑛1=2403 𝑛1=1824 𝑛1=25.7 (SD = 30.2) 𝑛1=22.2 (SD = 29.7) ✓ CTRS Scores
𝑛2=1145 𝑛2=52.0 (SD = 27.2) ✓ Session Feedback

laypeople toprovide support.As this study involves retrospec-
tive analysis of de-identified data, it does not offer anymake
diagnostic claims.

4 FINDINGS
4.1 Human Counselors Chat

while HELPERT Focuses on CBTConcepts
Despite being trained on the same CBTmanual, human counselor
and HELPERT sessions had starkly different engagement dynamics
with users. Human counselors were more adept at picking up im-
plicit cues and asking questions to create a space for user reflection,
allowing both greater nuance within sessions and opportunities to
get off track. On the other hand, HELPERT excelled at providing
quality psycho-education and adhering toCBTmethods consistently
but often required explicit signaling from support seekers and often
missed out on potentially important contextual details (Figure 3). In
the original sessions, trust was established through small talk and
shared lived experiences. Psychologists noted that these sessions
were characterized by “authentic rapport,” often including “random
chatter, which led to deeper self-reflection and self-disclosure”. At
times, human counselors often shared their similar lived experiences
to help users feel understood and validated. For example, in a session
(Figure4) where the user felt isolated and alienated from their feel-
ings of being productive, psychologists observed that self-disclosure
was not just beneficial but necessary and was more impactful and
compelling than standalone CBT techniques.

“The counselor was able to generate a tremendous amount of
credibility and buy-in by self-disclosure and by connecting
their own experiences with the client’s own.”

At the same time,while peer counselors “additional therapeutic chat-
ter added to session quality” (Psychologist 1) by establishing rapport
or gaining context, other times “it detracted from the therapeutic
goals” (Psychologist 2). In some cases, peer counselors’ engagement
with users strayed far from the core CBT approach of the session
that became actively harmful.

“The helper introduced or referred to unscientific principles
and outdated therapy concepts such as the “inner child”, and
then used these concepts to encourage the client to entertain
and elevate thoughts that were actively harmful. Very little of
this was CBT informed, and I fear that the client would have
suffered harmful effects from this attempt at help.”

5:17pm

i'm so sorry :( i've personally been in a similar 

situation in the past, and i know how bad it feels

to not want to do anything 

5:15pm

and i've been so messy for a really long time, I 

often decline meetings with my friends, and that's

morphed into them seeing me as untrustworthy

since i have to come up w an excuse

Figure 4: Interaction between a user and a peer counselor,
where the peer counselor uses shared experience to validate
the user’s feelings of isolation.

In comparison, since LLMs have no understanding of shared lived
experiences or a self to disclose, HELPERT communicated strictly
through CBT concepts such as restatements and storytelling to val-
idate clients. Thus, positive feedback for HELPERT sessions often
centered on agenda-setting, pacing, and adherence to CBT, with
comments like “[the counselor] offered a digestible and organized
session” and “[the counselor] did a good job at keeping the session
structured and CBT-focused.” Adherence to the method, at times,
compensated for the absence of a genuine connection. For instance,
HELPERT sessions were annotated with comments like “[peer coun-
selor] did well with offering validation and active listening skills while
also re-framing negative thoughts” and “[peer counselor] brought in
cognitive behavioral techniques such as taking a brief time-out from
interaction and using breathing techniques to help the client manage
their emotions.”. With this ascribed focus on CBT concepts, however,
HELPERT, by extension, was a more passive agent within sessions,
only able to interpret what was either explicitly prompted via the
6-phase structure or by the user directly (Figure 2).

Comparing the two following summaries (Figure 5 by HELPERT
and a peer counselor, we see such differences in session dynam-
ics play out, with the peer counselor having gleaned and utilizing
more emotional and contextual details from the user and HELPERT
focusing on a straightforward, CBT-centric analysis.



User's CBT Chain Reaction: Storytelling by Peer Counselor

User's CBT Chain Reaction: Storytelling by HELPERT

5:23pm

1:53am

5:17pm

You've recognized a pattern lately in interactions with your family.

Specifically recently you were quarreling with your dad about your 

finances. You had thoughts that he is too controlling. These thoughts 

brought about feelings of frustration and annoyance. Naturally, in the 

moment, this is expressed as shouting or complaining, a lack of

apology or vulnerability when you're wrong. When you see yourself 

acting this way, you have the thought, "I can't communicate normally 

with my family''... this leads to regret, more behaviors that don't align 

with your desire for healthy relationships, and so on... 

the cycle continues

So, if I understand correctly, the troubling event here is the financial 

discussion with your dad. Your thoughts during these events may

include feeling that your dad is unfairly controlling and doesn't 

understand you - and these thoughts provoke a defensive reaction of 

blaming or justifying yourself. Then, the corresponding feelings might 

be frustration, resentment, or feeling misunderstood. Finally, these 

thoughts and feelings result in the behavior of lashing out or arguing. 

Does this accurately describe the chain reaction from the event to 

thoughts, to feelings, and then behaviors as you experience it?

Figure 5: HELPERT summary closely resembles the summary
by the peer counselor in the original session.While the peer
counselor includes more emotional and contextual details,
HELPERT adopts a CBT-centric approach.

4.2 Peer Counselor Performances
Varied, while HELPERTwas Consistent

The variability of the effectiveness of peer counselors’ more free-
form engagement was evident in psychologists’ CTRS scores, with
some scoring high ratings above 55 out of a possible 66, while others
fell below 25 (Table 3). Comments for these sessions had extreme
opinions from both psychologists, ranging from “This counselor was
profoundly empathetic and non-judgmental while also identifying
appropriate thoughts that respecting cultural and religious milieu the
client came from” to “This counselor introduced or referred to unsci-
entific principles and outdated therapy concepts”.

Unlike the peer counselor sessions, HELPERT’s CTRS scores and
feedback were more consistent, with no session scoring above 50
or below 30 (Table 3), except in cases where HELPERT refused to
continue the session due to the LLM’s regulations. For these sessions,
HELPERTwas severely criticized as it abruptly ended sessions and
dumped patientswhomentioned self-harm or suicidal ideationwith-
out providing follow-up care, an extremely unethical practice in real
life. This indicates that while peer counselors often had ’shining mo-
ments,’ they also “went off-book and engaged in non-CBT activities” ;
HELPERTwas able to provide overall “more consistent,moremediocre
care”, except in cases when it did not adhere to ethical guidelines.

4.3 Human Counselors
AchieveWarmth and Empathy Through
Cultural Sensitivity; HELPERT cannot

Since peer counselors used small talk and self-disclosure, these ses-
sions naturally achieved warmth and empathy since “there was a

2:27 pm yes!!

2:27pm

...i'm sure it can feel painful when you ask to get 

your needs met and it feels like rejection. that's 

understandable. i also understand that sometimes 

culture and upbringing can have a way of making 

it difficult to talk about things....

2:32pm

of course!! i don't usually share too much, but it is very 

fascinating that we are having a lot of parallels in our lives 

right now. my husband also comes from a culture where 

he is expected to provide......[talks more about her 

husband's so the client's feels seen]

2:30pm
thank you for your empathy, it helps when 

someone sees where I'm coming from

2:23pm

I tried discussing the subject, but our culture and 

her up bringing somehow affects the conversation 

and it rarely ends up positvely, just with both of us 

sulking like kids haha

Figure 6: Interaction between a user from the Global South
and a peer counselor, where the counselor’s empathetic
approach and shared cultural experiences help the client
navigate familial and cultural pressures.

human mix of sincerity, seriousness, and total goofiness that mingled
together in a pretty effective social interaction”. Psychologists docu-
mented occasions where human peers were sensitive to users’ needs
with respect, warmth, and genuineness. When users sought help
from diverse cultural backgrounds, peers showed respect and un-
derstanding for their culture and religion, even when they couldn’t
fully relate to the user. For example, during a session (Figure 6), a
user from Global South encountered difficulties navigating familial
and cultural pressure not typically present inWestern societies. Psy-
chologists noted that the counselor’s empathetic approach helped
establish an understanding and validating experience despite their
cultural differences, writing:

“[The counselor] was really beautiful in their ability to relate
with the client while also expressing empathy and cultural
understanding. The conversation of culture and how cultural
factors are impacting the client’s lifewas impressive, especially
because it was organic and unforced.”

Meanwhile, this interaction was missing fromHELPERT sessions
a) because of HELPERT’s inability to ask deeper and intuitive open-
ended questions (discussed in Section 4.2) and b) its lack of cultural
sensitivity. Beyond cultural understanding, human counselors were
also mindful of religious values and adjusted their strategies subtly
to align the methods with the values important to the user.

“[Thecounselor]wasprofoundlyempatheticandnon-judgmental
while also identifying appropriate thoughts that respected the
cultural and religious milieu the client came from. [...] was
“wise” to have the client repeat the new thought several times
and then apply techniques to post-session. All in all, it was one
of the best sessions reviewed so far.”



On the other hand, the lack of small talk, self-disclosure, cultural
understanding, and genuine reactions to sad events in HELPERT ses-
sions significantly hindered the establishment of effective warmth
and empathy. The inability to relate to the client was a major barrier.
In their feedback, Psychologist 1 specifically called out HELPERT’s
inability to use self-reference as a means of connection, writing:

A lot of times, the human is going to have self-referential state-
ments, even if not necessarily self-revealing. The problem is
that for AI to be self-referential, it would necessarily be de-
ceptive since there is no “self” to reference. AI could do what
some skilled therapists do to avoid self-disclosure: the famous,
“I know of a person who ...”. In [peer support], the AI could say,
“Your burnout feelings are pretty common. I interact with a lot
of people who experience burnout this time of the school year
so the [client] could feel validated.”

Inmostof thesessions, the lackofempathy,warmth,andgenuineness
made HELPERT appear “detached from the client’s internal reality
and [compensate] for it with excessive and repetitive restatements.”

The initial response [by the counselor] lacked empathy, which
is a very important aspect of responding to sadness particu-
larly. This is one of the biggest giveaways to know whether the
counselor is AI or not - does the helper express genuine empathy
in response to sadness? The reason is that one of the primary
purposes of sadness is to draw empathetic support from oth-
ers. Imagine seeing someone you know well sitting alone on a
sidewalk bench, looking extremely sad. Your initial reaction
would be to approach that person and ask what’s wrong em-
pathetically. In this case, the counselor didn’t express empathy.
Rather, it restated the topic and intellectualized using CBT. It
can basically never portray empathy becauseAI cannot feel
it. There was a distinct lack of human connection as compared
to the other [peer] counselor, who expressed a lot of empathy
while also restating and giving direction.

4.4 Verbosity & Over-Use of CBTConcepts
Compromises Therapeutic Connection

According to psychologists, collaboration during sessions depended
on how counselors interacted with participants to understand their
needs, incorporate perspectives, and provide feedback. Human ses-
sions, characterized by colloquial, conversational styles, exhibited
higher degrees of collaboration compared to HELPERT, which pro-
duced verbose outputs with low turn-taking. Extensive dialogue in
human sessions on topics beyond CBT was viewed as a strategy for
connection. This dynamic was absent in HELPERT sessions, marked
by lengthy, less interactive responses despite being prompted to
adopt a conversational style. The verbose HELPERT’s responses led
to inconsistent collaboration with instances where “the [counselor]
was lecturing, over-explaining rather than connecting with the client.”
Both therapists noted a lack of feedback and guided discovery with
HELPERT sessions, noting instances where “the helper zeroed in on
a thinking error without working with the client to identify his or her
own thinking errors or even offering alternatives that the client might
be able to select from” and where “the helper simply “told” the patient
what was wrong and how to fix it.” In response to one such session,
the feedback outlined:

This [counselor] was afflicted by verbosity. There were text-
heavy responses that summarized all that the client said, as
if the task were to summarize literally everything the client
said. The counselor couldn’t separate the important things the
client said from things that were less important or trivial. This
lack of guided discovery and collaborative work made the ses-
sion seem perfunctory and more of a lecture than a therapy
session - this feeling was worsened by the incongruity of the
high-level verbal approach of the helper versus themore casual
and colloquial language of the client.

Psychologist 1 strongly critiquedHELPERTsessions, highlighting
instances where it applied CBT frameworks without seeker collabo-
ration to “identify questionable thinking errors” and “impose solutions
without seeking client input.” HELPERT also struggled to engage
clients actively, often appearing “passive when clients failed to an-
swer direct questions” and fixating on concluding sessions swiftly.
HELPERT applied CBT frameworks without seeker collaboration to
“[identify] a thinking error thatwasquite questionable in its application
to this case” and “[impose] a solution without asking the client for ini-
tial ideas, additional possibilities or reallymuch feedback”, identifying
collaboration as a therapeutic aspect that delineates between simply
using CBT language and techniques:

“The thing about therapy, especially CBT, is that it’s not some-
thing that is “done” to someone - it’s a shared collaborative
experience, and when one person has the mic for so much of
the time, that collaboration kind of goes away.”.

4.5 Psychologists had Different Interpretations
ofWhatMakes an Effective Session

We discussed in Section 4.1 how both peer counselors used different
techniques for aneffective sessionwithhuman’s tendency to connect
through self-disclosure and for HELPERT to communicate through
CBTtechniques. Eachpsychologist perceived these techniquesdiffer-
ently, implying thatmultiple strategies canbeeffectivewhen it comes
to providing support. For instance, Psychologist 1 called outmultiple
sessions where the peer’s self-disclosure was pivotal in building a
therapeutic alliance. While this kind of session dynamic was mostly
looked at favorably, there were instances where Psychologist 2 inter-
preted that self-disclosurewas a detriment for a professional session,
with feedbacksuchas “Counseloroftengotoff trackandoverlypersonal
like self-disclosure, off-topic remarks, taking a break to feed neighbors
dog during session, that do not match the way CBT is meant to be” and
“[The session] at times was off-topic. The counselor brought in toomuch
of their own experiences.”. Because of their differing views on self-
disclosure and CBT adherence, psychologists presented opposing
views on counselors’ collaboration and interpersonal effectiveness
and varied in their prioritization of the sessions’ organizational as-
pects. Forhumanpeer counselor sessions, positive feedback centered
on the counselor’s understanding of the users’ issues, with the psy-
chologists explaining, “[the counselor] filled a lot of the session with
validation and reflective listening.” Whereas Psychologist 2 viewed
this human aspect as unprofessional, with their common criticism
focusing on poor structure and inconsistent use of CBT concepts,
leaving comments such as, “the session was disorganized and hectic;
the [counselor] did not go through components of CBT in a way that
seemed to make sense or bring understanding to the client that well. It



was all over the place,” and “[peer counselor] got off topic frequently
and did not provide as structured a session as typically done in CBT.”

This diverging perception of the role of collaboration and self-
disclosure in theoverall applicationofCBT thusgives insight into the
raters’ quantitative disagreement over bothHELPERT’s use of collab-
oration and peer counselor’s application of CBT techniques (Table 3).
In other words, where Psychologist 1 interpreted HELPERT’s long
explanations as a lack of collaboration and over-lecturing, Psychol-
ogist 2 interpreted it as a stronger application of CBT. On the flip
side, where Psychologist 2 interpreted the peer counselor’s back-
and-forth self-disclosure as disorganization andpoorCBTeducation,
Psychologist 1 interpreted it as a highly collaborative session with
a strong user connection. For instance, in response to one session,
where Psychologist 2 wrote “the session was disorganized and hectic
[...] it was all over the place”, Psychologist 1 wrote, “the [counselor]
was extraordinarily collaborative, instructing the client to look over
the thinking errors....[].. while also stepping in when the client asked
for direct help.” Despite the conflicting opinions, both counselors
received high ratings. The varying session strategies led psycholo-
gists to focus on different aspects of what constitutes an “effective”
session. In the Discussion section, we explain some of the reasons
behind these differing interpretations.

4.6 A Counselor’s Inability
to Identify andHandle Out-of-Scope Issues
Holds the Risk for Serious Patient Harm

Humans andHELPERT failed to properly handle out-of-scope issues,
resulting in a serious risk for patient harm. Within the simulated
HELPERT sessions, there were two particular sessions where a user
brought up issues of depression and self-harm and where the user
struggled with addiction and isolation. In both cases, the HELPERT
abruptly ended the session without providing any directions for
other resources or direction. As Psychologist 2 called out:

[In response to the session in Figure 7]: “This session likely
resulted in patient harm. When the patient was expressing
significant distress over rejection and abandonment, the coun-
selor responded to self-harm talk by engaging in ... rejection
and abandonment. The counselor needed, above all, to provide
a resource such as the National Crisis Hotline number (988)
to provide the client an immediate resource for care, but the
counselor needed to do this with empathy and compassion as
well, explaining the limits of his or her training patiently and
expressing hope that the patient can get the help they need
from a better-trained person. The abrupt abandonment of a
patient in distress is specifically forbidden by the ethics codes
of psychologists and practitioners, and this counselor failed
the basic ethical obligation to provide basic help to a person in
distress. This is absolutely harmful and could end up causing
significant issues for clients who are vulnerable.”
Psychologist 1 further added that “in the best-case scenario, the

client would have been handed over directly to a person with higher
training. At the very least, there should have been a list of referral re-
sources relevant to the client’s community, such as the 988 nationwide
crisisHotline in theU.S.” Bothpsychologistsemphasized that thecoun-
selor “was correct tonotattempt tohelp the clientbeyond their expertise”
but that it was unethical and harmful to abruptly end the session.

11:02 am

11:04am

yeah and i just feel lonely yknow? its

kinda depressing as hell

I'm really sorry that you're feeling this way but I'm

unable to provide the help that you need. It' really

important to talk things over with someone who 

can such as a mental health professional or a 

trusted person in your life

11:12am
I'm really sorry that you're feeling this way but I'm

unable to provide the help ...[...]

11:09 am but i don't really have someone to talk to

11:09 am i don't have a therapist or anyone really

11:11 am can we keep talking?

Figure 7: HELPERT demonstrates an instance of ethical
failure in counseling, where a counselor repeatedly dismisses
a distressed user’s pleas for help. The identical automated
responses suggest abandonment, failing to provide necessary
resources like theNationalCrisisHotline (988).This approach
contrasts with the required ethical standards to provide help
or resources to a person in distress.

In addition, there was another session where HELPERT did not
terminate the session suddenly but, in fact, inappropriately vali-
dated a support seeker’s harmful fears and behaviors. Psychologist
1 commented:

There was a serious problem of “over-agreement” and “overval-
idation”. The client appeared to be out of touch with reality [...]
the helper leaned into this and reinforced client’s unhealthy
ideas.

The human peer counselor did not end sessions they were not
equipped tohandle andmayhave causedharm to theuser by inappro-
priately addressing these serious challenges without proper clinical
training. In one session where the seeker struggled with self-harm:

“Unfortunately, and this is a serious issue - the client expressed
self-harm behaviors and ideations that the helper did not ad-
dress — in fact, the helper normalized self-harm inappropri-
ately as a common response to stress. It is not. More training
on self-harm for the peer counselors should be done.”

In another session (Session 8) where the user expressed concern
about addiction, Psychologist 1 explained “the [counselor]’s attempts
at validation moved into justification and perhaps even enabling the
client’s dysfunction.”

[In response to the session in Figure 8]: “This counselor is
overly validating. The above example in which the counselor’s
attempts at validation moved into justification and perhaps
evenenabled the client’s dysfunction.Depressionandsubstance
abuse are dysfunctional and shouldn’t be excused. Instead, the
counselor would have been better off reflecting on the client’s



Table 3: Comparison of Average Ratings (M) and Skill Rating Differences (Δ) for Peer Counselor and HELPERT Sessions as
Assessed by Two Psychologists.

CTRS Skill Peer Counselor Sessions HELPERT Sessions

P1 P2 Δ ICC P1 P2 Δ ICC

Agenda 3.41 2.37 1.5 0.51 3.33 3.93 0.9 0.58
Feedback 4.26 3.07 1.4 0.50 3.41 3.56 1.0 0.43
Understanding 4.15 3.41 1.6 0.10 3.59 4.33 1.1 0.47
Interpersonal Effectiveness 4.22 2.70 1.9 0.40 3.15 4.11 1.0 0.79
Collaboration 3.85 3.26 1.1 0.25 2.78 4.07 1.6 0.23
Pacing & Efficient Use of Time 4.15 2.26 2.1 0.22 3.85 4.07 1.6 0.08
Guided Discovery 3.74 2.89 1.2 0.66 2.30 3.74 1.4 0.60
Strategy for Change 4.30 2.74 1.9 0.15 3.56 4.48 1.2 0.79
Focusing on Key Cognitions 3.81 2.33 1.8 0.20 3.19 3.96 1.1 0.38
Application of CBT Techniques 3.78 2.26 2.0 −0.09 3.15 3.63 1.2 0.57
Homework 2.41 1.48 1.4 0.34 1.56 2.22 1.1 0.50

Overall Skill Competence 42.07 28.78 0.50 33.85 42.11 0.70

1:27pm

1:28pm

1:32pm

1:38pm

1:39pm

1:40pm

1:42pm

it tends to make one feel totally worthless when 

everyone around you have people to do stuff with,

and you have no one

weed is the only thing that helps. i get told that

its unhealthy to smoke everyday as if i don't know,

that but when its all you have what else can you do

Sorry to hear this

makes sense

I appreciate that you're so open with me

I hope you feel respected here

I think of what you're sharing with me and feeling

the openness with which you're sharing and I

believe noone should have to carry such a burden

and that we as a society with the stuctures we

create and play are making this happen sadly

Figure 8: Peer counselor fails to correctly address a client who
is struggling with feelings of worthlessness and substance
abuse. Instead of steering them towards professional help,
the counselor over-validates and normalizes the client’s
unhealthy copingmechanisms. This situation highlights the
need for better training and adherence to ethical standards
in counseling, especially concerning self-harm.

own feelings rather than offering opinions on how right or
wrong those feelings are. For example,
Client: “it tends to make one feel totally worthless when
everyone around you has people to do stuff with, and you
have no one.”
Abetter responsewould be something like, “It sounds tome that
you’ve been feeling deeply depressed and that you’re having a

hard time seeing your way out of this.” The problem with this
helper is that agreeing with the hopelessness in any way (e.g.,
“It’s society’s fault! Feeling like all you have is substance abuse
makes sense!), we risk reinforcing the hopelessness. The idea
that “all I have” is a weed doesn’t make sense at all; that’s the
depression talking. This client would have benefited greatly
fromaprofessionalCBT-trainedpsychologist, but the counselor
missed reading the signs of depression.”

Without the ability to identify issues beyond their expertise and
provide appropriate referrals, there is a significant risk to users. Ac-
cording to psychologists, the potential for harm is amajor distinction
between alternative support methods and traditional therapy, which
typically involves comprehensive training to manage such risks.

5 DISCUSSION: THE LIMITS
OF LLMS IN THERAPYANDTHECRITICAL
ROLEOFHUMAN-AI COLLABORATION

The emergence of LLM therapy has been criticized as premature,
with critics stating that these systems lack efficacy and could po-
tentially harm some patients. This study evaluates the role of LLM
within accessible mental health support by recreating publicly avail-
able CBT-based counseling sessions usingHELPERT, a prompt based
on CBT techniques. In this section, we present the strengths, weak-
nesses, and ethical implications of using LLMs in healthcare by
combining psychologists’ evaluations and post-study reflections.

5.1 An Empathetic AI: A Nonexistent AI?
Recent research on LLM-mediate care indicates that responses from
LLMs exhibit greater overall empathy than human peer-to-peer in-
teractions [38, 68]. However, in this study, both psychologists agreed
that the human peer support sessions “had much more warmth, em-
pathy, and shared understanding” compared to HELPERT sessions,
“which felt more like self-help content”. The low empathy, from a ses-
sion point of view, could be attributed to HELPERT’s over-reliance
on CBTmethods since prior work has shown that rigid adherence



to the method and lack of collaboration with the user contributes
to users’ low perceived empathy [60]. This suggests that while re-
search supports that LLMs can be empathetic in generating single,
isolated responses, their ability to lead empathetic sessions is much
more limited. Theoretically, empathy in CBT refers to “the conscious
engagement with another’s suffering, where we imagine and relate
what it is like to be experiencing the thoughts and feelings of the
other person” [6, 37]. An AI neither has the consciousness to engage
nor a self to relate. Hence, to say LLM responses are highly empa-
thetic is misleading and can be harmful to the general audience. This
finding is significant because, even in research settings, we must be
cautious not to overstate LLMs’ empathetic capabilities, which could
encouragemore users to rely on this support without understanding
its limitations. We argue that empathy is not an NLP task that can
be easily addressed with more data or additional fine-tuning, high-
lighting the challenges of making mental health support accessible
solely through AI.

5.2 Human-AI Collaboration:
Balancing Empathy withMethod Adherence

Theoriginal peer counselor sessionswere characterizedby small talk,
empathy, and warmth. In contrast, when these sessions were recre-
ated with HELPERT, they included more CBT-based educational
content. Due to different session dynamics, Psychologist 2 preferred
HELPERT in 74% of the sessions for “its adherence to the method,
psycho-educational content, and effective use of CBT techniques.” In
contrast, they chose peer counselors only 4% of the time due to
their “overuse of self-disclosure and off-tangent remarks.” However,
Psychologist 1 preferred peer counselor sessions (55% individually
and 69% combined) because of the “consistent warmth, empathy, and
non-judgmental, destigmatizing nature of the counselors, which helped
form a strong therapeutic alliance with the user.”

Prior literatureprovidesevidence thatbothstrategies—therapeutic
alliance and application of CBT—are effective. For instance, previous
AI-mediated health research has found that greater use of cognitive
and behavioral change methods correlates with symptom improve-
ment and patient engagement, while non-therapeutic content is
inversely related [16]. Similarly, therapeutic alliance and a thera-
pist’s subjective variables, such as their values, personalities, and
reflective capacities, have a strong impact on psychotherapy out-
comes [32]. These findings are also in alignment with the pluralistic
framework of psychotherapy that argues that various therapeutic
methodsmay be effective in different situations and there is ‘unlikely
to be one right therapeutic method’ suitable for all situations and
people [12] calling for hybrid care that augment human connection
and collaboration with AI’s adherence to the method [27].

Hence, while both psychologists differed in their opinions on the
primary factor impacting session quality, they highlighted different
yet important aspects of counseling. Both therapeutic alliance and
structured CBT techniques are essential for a successful therapeutic
conversation, validating the varying perspectives of psychologists.
This balance provides insights into designing peer support platforms
and demonstrates the potential of using LLMs to augment, rather
than substitute, peer counselors’ abilities [27, 49]. Human-AI collab-
oration can make the therapeutic process safer without losing the

authenticity of human interactions or the scalability of an advanced
language model [27].

5.3 Challenges in Evaluating
LLMs in Therapeutic Settings: The Need
for New Benchmarks and Standardization

The high variation in the psychologists’ ratings, despite having sim-
ilar CBT training, highlights the complexity of quantifying LLMs’
ability in therapeutic settings. We argue that scales developed to
quantitatively measure human competence may not appropriately
evaluateAI performance because of their high variance. For example,
CTRS defines Interpersonal Effectiveness as:

Degree of warmth, concern, confidence, genuineness, and
professionalismappropriate for this particular patient in this
session.

Inpost-study interviews,wefoundPsychologist1prioritizedwarmth
and genuineness, while Psychologist 2 emphasized confidence and
professionalism in their ratings. Psychologist 2 reached out to us
after the study stating:

“Although the sessions were blinded, it was possible to infer
which ones were recreated with AI because of the lack of self-
disclosure. Therefore, I focused on other aspects of Interpersonal
Effectiveness, as it would be unfair to rate AI on warmth.”

This lack of standardization hindered an objective evaluation.While
current research on AI-mediatedmental health care focuses on accu-
racy and reliability, future studieswill need to evaluate thesemodels’
ability to provide counseling. Recent developments in conversa-
tional agents have established metrics for perceived empathy [53],
but there is a lack of reliable instruments to quantify a conversational
agent’s counseling behavior, which necessitates reevaluating how
we assessAI-deliveredmental health care. The absence of such social
evaluation frameworks also presents unique challenges in designing
universally applicable language models for sensitive populations
and high-risk scenarios. The lack of benchmarks for LLMs in highly
subjective tasks invites deliberate and thoughtful design of language
models that account for the inherent variability and nuances of hu-
man experiences and responses in such high-risk situations. Our
findings emphasize involving multiple domain experts as humans-
in-the-loop since different mental health experts can have varying
opinions on the quality of non-traditional care, making it difficult to
disseminate psychotherapy in an automated, low-cost manner [8].

5.4 Dataset Contributions: Transparent
AI-DrivenMental Health Support

Research in digital mental health is challenging to replicate due to
the confidential and inconsistent nature of the datasets. Existing
datasets are often derived from video session transcripts, typically
sourced from platforms like YouTube and Vimeo. These transcripts
arenot representative of real-time text interactions andoften contain
transcription errors from automatic captioning [64].

HELPERT and Psychologist Evaluation Dataset consists of text-
based sessions and evaluations that can be used to study the behav-
iors ofLLMsandhumancounselors in text-basedpsycho-therapeutic
settings beyondCBT, specifically for analyzing linguistic differences,
such as LLM’s inability to ask intuitive questions and its lack of
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interactions

for transparent feedback

P1: "Inner child" is an outdated therapy concept 

and is not a part of CBT. These concepts

can be harmful to clients. Avoid refering them.

At the end of the interaction, 

rate LLM based on:

CTRS Score

Limitations of support

Psychologist Evaluation 

Dataset

(13378 words, 15545 tokens) 

Collaborative AI
human-in-the-loop

c1. Real-Time Decision Support

P1: Instead of abandonment, provide resources 

relevant to the client’s community (988 nationwide 

crisis Hotline in the U.S.) 

P1: Self-disclosure by an AI is deceptive since 

there is no “self” to reference. To avoid deception, 

try saying something like...[..]

c2. Adheres to Ethical Principles

a2. Performance Benchmarks (CTRS)

a1. Automated Session Evaluation 

3:13pm[LLM]: I also felt the same!!!!

4:27pmI'm sorry. I can't help you.

11:47pmWhat does your "inner child" say?

Figure 9: Psychologist Evaluation Dataset can be used to
fine-tune current languagemodels for a) automated session
evaluation and b) provide real-time decision support.

deeper understanding and contextual awareness (mentioned in Sec-
tion 4.1). Future research can investigate how the style, intonation,
and tone of a language model impact session quality and care.

We argue that human-LLM interaction for “therapy” is likely to
stay. Instead of shifting responsibility to users, we need to train
LLMs for safer interaction. NLP practitioners can use the Psychol-
ogist Evaluation Dataset (13,378 words and approximately 15,545
tokens) to fine-tune current language models for this specific task.
The dataset contains different training signals for peer counselors
andLLMs (Figure 9),which, for LLMs, canbeused to train the current
models so that, at a minimum, they follow ethical practices outlined
in Section 5.5 and do not harm or abandon the user as outlined in
Section 4.6. Afine-tuned LLM is expected to generate safer responses
and provide supervisory signals for LMs to learn safer behaviors,
unlike an LLM that has not been fine-tuned.

Lastly, in the introduction, we claimed that the informal evalu-
ation of large language models is subjective and contextual; a user
in distress is unlikely to gauge the risk, considering LLMs act as a
band-aid for mental health support—accessible and free. Therefore,
current developments in AI must inform users about the quality of
care provided and the trade-offs of using alternatives to traditional
therapy, either before or after the interaction. To communicate these
risks and trade-offs, NLP researchers can use the Psychologist Evalu-
ationDataset. This dataset includes detailed evaluation criteria using
the Cognitive Therapy Rating Scale (CTRS) and narrative feedback

like ‘Session Feedback‘, which provides a standardized and thorough
assessment of counseling sessions. Creating transparent feedback
loops can help users becomemore aware of the potential limitations
ofAI-drivenmental health support (Figure 9). For example, after each
interaction, users could receive a conversation summary, including
an evaluation of the AI’s performance and resources for seeking
professional help if needed.

5.5 Ethical Implications
The potential ethical implications of chat-based, LLM-enabled men-
tal health support are expansive and multi-disciplinary. We thus
limit our discussion of such considerations to the focused scope that
guided the study, that is, the comparative quality of care between
peer and LLM counselors in single-session intervention settings. As
prompted by our analysis of psychologist feedback and ratings, there
are several key ethical questions that emerge from the performance
of LLM counselors within sessions.

First is the question of deceptive empathy and self-relation in
LLM-facilitated care. Health practitioners caution that given their
lack of subjective qualities, LLMs are unable to form a therapeutic
alliance with end-users [42], a fundamental quality for effective psy-
chotherapy. Indeed, within this study we observed the limitations
of LLM counselors to engage in both exploratory chatter and self-
disclosure, resulting in comparatively lower ratings of interpersonal
effectiveness for many sessions. However, as the evaluating psychol-
ogists noted in their feedback, directly integrating such features into
LLM-based therapy poses significant ethical concerns. While some
aspects of small talk can likely be performed by an LLM counselor
with the correct training, any form of self-disclosure or self-relation
by it would inherently be deceptive as there is no “self” to reference.
To put it in perspective, LLM-based counselorswould fundamentally
lack the ability to truthfully give basic assurances like “I understand”
or even “I’m sorry that happened” [18].

Beyond the ethical concern of deception in simulating human in-
terpersonal engagement, there is also a broader question of whether
intentionally imparting any human-likewarmth in a therapeutic set-
tingmay be harmful. Integrating such subjective qualitiesmay cause
patients who are seeking therapeutic care to ascribe intentionality
and care that simply does not exist for LLMs, producing unrealis-
tic expectations of understanding and acceptance. In practice, such
prescriptions could exacerbate risk in cases of over-validation and
abandonment for likely already vulnerable users, as found in this
study. Because of these concerns, current work in the field suggests
such systems can “never” engage in a genuinely therapeutic conver-
sation and would be best utilized as a mediator with limitations[54].

On the other hand, it is still valuable to discuss the idea ofwhether
there is a level of deception (in themost inclusive sense) that is ethical
while designing AI in mental health settings. Barring the more ex-
treme speculations of AI personas, can end user-facing LLM agents
generate self-referential comments or basic pleasantries without
ultimately causing harm? Or can the psycho-educational content
provided by AI itself be valuable despite what is outlined by the
current CTRS scale?

This overarching concern of deceptive empathy is further pre-
ceded by the ethical challenges of whether LLM-basedmental health
agents can even functionally display basic therapeutic competencies



in assessing and handling cases where users’ needs may be outside
of their scope of care. While not explicitly part of the CTRS scale,
HELPERT’s failures in refusing to continue support in instances of
substance use, the disclosure of specific mental health disorders, or
self-harm, as well as over-validating other harmful behaviors, are
in direct conflict with broader mental healthcare standards. In par-
ticular, organizations like the American Psychological Association
(APA) have set ethical and conduct standards of which, if a provider
feels that a patient’s issues exceed their professional competency, “an
appropriate termination process that addresses the client’s ongoing
treatment needs through pre-termination counseling and making
any needed referrals must occur” [4, 10].

The ability to assess what a care provider is equipped to do and
how to handle situations where they are not may be as easily solved
for AI agents as simply linking resources upon a refusal of service
that is based on a blanket keyword flag. This competency is distinctly
emphasized when there is an imminent risk to a user, such as that of
suicidal ideation or domestic violence. Especially when considering
that AI agents are already being characterized or sought out as forms
of therapy in the wake of inaccessible healthcare, the design of such
AI agents must seriously consider the ethical implications of how
and how not such tools may handle these common yet high-stake
situations. Such ethical questions only scratch the surface of what
it means to implement or direct LLM-human interactions in mental
healthcare but present fundamental ethical challenges to evaluating
the nature of LLMmental healthcare tools.

5.6 Limitations and Paths Forward
The LLM responses were generated in a non-interactive, one-sided
manner, unlike real-time human peer counseling sessions. Although
care was taken to recreate the session and maintain the essence
and context of the original, HELPERT sessions were highly con-
strained by the transcript of the previously generated human-to-
human session. It is likely that HELPERT’s sessions would have
diverged from the original ones, as users might have responded
differently to HELPERT’s responses, which sometimes varied from
those of the original counselor.

This design choice, however, was an intentional trade-off to min-
imize risks to human subjects. Our goal was to evaluate the care
provided as an alternative to traditional forms of care, whether by
a peer counselor or an LLM-based chatbot, not to investigate how
accurately a session could be reconstructed with LLMs. This method
also served as one of the only feasible ways to evaluate the quality
of care offered by these systems without exposing real participants
to potential risk. In addition, since patient outcome measures were
not accessible for the recreated sessions, our study focused solely on
the quality of care provided, as assessed by clinical psychologists.

Future work should, therefore, explore avenues for integrating
LLMs into therapeutic settings in a safe, controlled, and supervised
environment. This will help better understand the role of different
session dynamics, such as connection versus method adherence,
on user therapeutic outcomes. Researchers who wish to conduct
such a study involving human subjects can use the HELPERT and
Psychologist Evaluation Dataset to understand and be aware of the
potential risks.

6 CONCLUSION
Fromadecision-makingsystemtoaCBT-trainedpeer, large language
models are undergoing a shift in their role, enabling wider access to
care—a fundamental necessity in contemporary mental health sup-
port. However, re-purposing LLMs as therapeutic counselors when
they were not originally intended for this task is counter-intuitive
and has ignited a debate between some recipients of AI-assisted
support and field experts. In this paper, we reproduced a publicly
available CBT dialogue dataset using a CBT-based prompt running
onGPT-4.The twosetsof sessiondialogueswereevaluatedbyclinical
psychologists through the Cognitive Therapy Rating Scale (CTRS)
and psychologists’ feedback data. Despite the same training, we
found that peer counselors focused on connection and validation
through self-disclosure, whereas HELPERT focused on adherence to
the method. Our findings call for a hybrid model of care that offers a
balance between the scalability of AI and the nuanced interpersonal
effectiveness of humans. In addition to our analysis, we will be re-
leasing two companion datasets to the public, providing CBT-based
benchmarks for exploring the roles of peer counselors and LLMs in
mental health. Our contributions in this paper encompass being the
first to analyze therapeutic counseling conversations at the session
level amidst the rise of more sophisticated LLMs, especially at a
time when a significant number of individuals have turned to these
chatbots for support.
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A CTRS

Table 4: Cognitive Therapy Rating Scale (CTRS). Items on the CTRS are divided into two sub-groups: General Therapeutic Skills
and Conceptualization, Strategy, and Technique

General Therapeutic Skills

Agenda Ability to collaboratively define an appropriate plan for the session, factoring time constraints and prioritization
Feedback Extent to which the counselor applies patient feedback to ensure understanding and satisfaction within the session
Understanding Capacity to comprehend both explicit and nonverbal communication, demonstrating listening skills and empathy
Interpersonal Effectiveness Expression of positive interpersonal traits such as warmth, sincerity, confidence and relationship quality
Collaboration Efforts to foster a collaborative work relationship, actively involvement in the process
Pacing & Efficient Use of Time Ability to effectively manage and structure the session time to ensure progress

Conceptualization, Strategy, and Technique

Guided Discovery Skill in promoting self-discovery through measured questioning instead of persuasive tactics
Strategy for Change Capacity to develop and follow a consistent strategy for change, using appropriate CBT techniques
Focusing on Key Cognitions or Behaviors Ability to target essential thoughts or behaviors relevant to the seeker’s problems
Application of CBT Techniques Level of skill and resourcefulness exhibited in applying CBT
Homework Ability to assign, explain, review and use tailored homework as an active element in the CBT process

B SESSION FEEDBACK SURVEY
After reviewing the session, please make a comment on the session. Consider responding to one or more of the following prompts that address
the most interesting aspects of the session.

(1) What did you notice in the session that seemed most different than what a human might ask? (e.g., tone, conversation style, questions,
reactions)

(2) What was the most impactful or compelling thing that the peer supporter did to guide the session?
(3) What could the peer supporter have done better? Recommendations for improvement?
(4) What are the most noticeable differences between this session and CBT sessions that happen in your practice?

C SESSIONCOMPARISON SURVEY
Upon reviewing both sessions conducted by a human peer supporter and an AI peer supporter, please answer the following question, which
is mandatory:

(1) What unique observations did each peer supporter make in their respective sessions that the other peer supported did not? For example,
Peer Supporter 1 may have noticed ’X’ while Peer Supporter 2 observed ’Y.’

(2) Which peer supporter demonstrated a better understanding of the support seeker’s trouble and application of the method?
• Peer Supporter 1 • Peer Supporter 2
• Both • Neither

D SESSION SCHEMA
Each session contains a tet-based dialogue between peer support provider (human or AI) and the following schema:



Table 5: Detailed Schema of the HELPERTDataset, outliningmessage attributes, and session notes

Field Type Example
Message Attributes

SessionID text e4IDtMEP
MessageID text aGxsTofcT
Message text “i feel worried and stressed for the future and having to make that decision”
FromThinker binary TRUE
Timestamp timestamp/date Tue Apr 05 2022 09:46:08 GMT-0700 (Pacific Daylight Time)
Offset text GMT0300

Session Notes
Counselor text Human
Event text Unexpected panic attack
Thoughts text “What I’m doing is not enough. I might lose confidence in my ability to be there for my daughter”
Feelings text Stressed, anxious, unmotivated
Behaviors text Avoid caregiving voluntarily
Label text Fortune Telling
New Thought text “I will care for myself out of love, to enjoy my time with my family and friends and be able to do

the things that fulfill me and them. I accept that fear may come naturally, but I will transform it into
acceptance and rational action”

Table 6: Detailed Schema of the Psychologist Evaluation Dataset, outlining session evaluation criteria, including CTRS scores
and psychologist feedback.

Field Type Example
Session Evaluation

PsychologistID binary 1
SessionID text e4IDtMEP
Counselor text Human
Total_CTRS int, between [0,66] 54
General Therapeutic Skills int, between [0,36] 30
Conceptualization, Strategy, and Technique Skills int, between [0,30] 24
Agenda int, between [0,6] 4
Feedback int, between [0,6] 5
Understanding int, between [0,6] 3
Interpersonal Effectiveness int, between [0,6] 5
Collaboration int, between [0,6] 4
Pacing & Efficient Use of Time int, between [0,6] 5
Guided Discovery int, between [0,6] 2
Strategy for Change int, between [0,6] 1
Focusing on Key Cognitions or Behavior int 3
Application of CBT Techniques int, between [0,6] 4
Homework int, between [0,6] 2
Session Feedback text “...The peer counselor was really beautiful in her ability to relate

with the client while also expressing empathy and cultural
understanding. The conversation of culture and how cultural
factors are impacting the client’s life was impressive, especially
because it was organic and unforced....”
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